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Will artificial intelligence be good or bad for humanity? It’s one of the most common—and
most misleading—questions of the AI age.

The future of AI won’t be determined primarily by how powerful the technology becomes, or
by what company leaders say they intend. It’ll be determined by incentives: who funds AI
companies, who their customers are, how competition works, and which trade-offs
organizations are rewarded—or punished—for making.

This report applies Clayton Christensen’s theory of value networks to today’s leading AI labs.
The analysis maps how capital markets, revenue models, governance structures, competitive
pressures, and regulation shape the priorities of companies such as OpenAI, Anthropic,
Google, Meta, and xAI.

The key finding is counterintuitive but essential: many of the risks people fear most from AI
don’t stem from negligence or malicious intent. They arise when companies behave rationally
inside systems that reward speed, scale, and dominance over caution and long-term
alignment.

Rather than asking whether AI will “save” or “destroy” humanity, this report argues we
should ask a more grounded question: what forces are steering its development right now,
and how might those forces change? Understanding those invisible pressures is the most
reliable way to anticipate where AI is actually headed.

EXECUTIVE SUMMARY
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As this paper goes to publication, the AI landscape is evolving rapidly: AI companies continue
to release new models and features, broker new partnerships, and secure new investments.
Given this reality, some details in the analysis presented in this paper may be incomplete or
may have changed since publication. But the principles guiding this analysis—understanding
how value networks shape organizational priorities—remain essential for making sense of
where AI is heading. The framework offered here provides a lens for evaluating AI companies
and their trajectories, even as specific circumstances change.

Will artificial intelligence be good or bad for humanity? It's the question dominating
headlines, policy debates, and dinner table conversations. Some envision AI curing cancer,
solving climate change, and personalizing education to maximize every student’s potential.
Others go further, envisioning a future where AI rapidly accelerates scientific breakthroughs
that improve the quality of life across the globe, while making goods and services
abundantly available, thereby hastening a heretofore unimaginable era of universal
prosperity and wellbeing.  1

But at this stage, our AI-powered future is not unambiguously good for humanity. For every
utopian prediction, there are reasons for concern. Are we headed toward a future of mass
unemployment, inescapable surveillance, AI-instigated psychosis, and mass displacement of
human relationships by AI companions?  Or will our worst fears be realized when artificial
superintelligence arrives and exterminates humanity?  Amidst this range of possibilities, it’s
understandable why polling shows people tend to be more pessimistic than optimistic about
our AI future.

2

3

4

Yet what if we're asking the wrong question—or at least, framing it the wrong way?

Whether AI helps or harms humanity won't be determined solely by the technology's
capabilities (those certainly matter) but by the value networks of the companies building it. In
other words, if you want to know where AI is heading, don't just look at the technology
demos or the mission statements. Look at who funds these companies, who their customers
are, what suppliers and partners they depend on, what governance structures mediate
between the organization and its stakeholders, and what regulatory pressures they face.
These forces—what Clayton Christensen called value networks—shape what organizations
prioritize and what trade-offs they make.

INTRODUCTION
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If you want to know where AI is heading, don't just look at the
technology demos or the mission statements. Look at
funding, customers, suppliers, partners, governance
structures, stakeholders, and regulatory pressures. 



The concept of value networks comes from Clayton
Christensen's work on why established companies
consistently fail to prioritize Disruptive Innovation.  A value
network is the ecosystem of external pressures on an
organization: the customers you serve, the investors who
fund you, the suppliers and partners in your value chain, the
competitors you respond to, and the regulators that
constrain you. These forces shape what an organization
prioritizes, what problems it solves, and what trade-offs it
makes.

5

Take a classic example: Digital Equipment Corporation (DEC)
in the 1980s.  DEC built minicomputers for departments
within large organizations—engineering teams running
complex simulations, research labs doing scientific
computing, business units managing operations. They were
extraordinarily successful at it. When personal computers
emerged, DEC's engineers could have built them. They had
the needed technical capabilities. But DEC's value network
made it impossible. Their customers (corporate departments)
wanted powerful, reliable machines for professional
applications, not cheap desktop computers. Investors
expected the high margins from six-figure deals in an
established market, not the razor-thin profits on PCs sold
into an unquantified mass market. DEC's sales force was
structured around consultative enterprise sales rather than
high-volume retail transactions. Every part of DEC's value
network created pressure to prioritize improving
minicomputers rather than pursuing personal computers.
Even as PCs became the future of computing, DEC's value
network kept them locked in the past.

6

In short, value networks shape what organizations prioritize,
even when they have the capability to do something
different.
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MAPPING AI COMPANY VALUE
NETWORKS
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Many public discussions about how to
manage the benefits, harms, and risks of AI
focus on principles, frameworks, and
external evaluations intended to guide
responsible AI development. These efforts
may shape norms and signal expectations,
but on their own, they rarely determine
behavior. They begin to matter only when
they are embedded in value networks—
when capital, customers, regulation, or
liability depend on compliance. Absent those
forces, such frameworks tend to reflect
stated priorities more than they enforce real
trade-offs.

To understand where frontier AI is heading,
we have to look at the companies building it
and the forces that govern their decisions.
What follows is a map of the value
networks surrounding each major AI lab,
and how those networks shape the priorities
that will ultimately steer the technology.

OpenAI

The history: OpenAI started in 2015 as a
nonprofit with an explicit mission: to ensure
that artificial general intelligence benefits all
of humanity.  The nonprofit structure was
meant to insulate the company from
commercial pressures.

7

8

Yet by 2019, that structure proved
insufficient to fund the enormous computing
costs required to keep pace with advances
in large-scale AI. 

OpenAI restructured itself by creating a for-
profit arm that could raise billions in outside
capital, while still placing limits on investor
returns.  Microsoft invested heavily, with
approximately $13 billion total.  The deal
included an agreement that OpenAI's
technology would run exclusively on
Microsoft’s Azure cloud infrastructure.
Microsoft expects substantial returns: 49%
of OpenAI's profits until recouping their
investment, plus billions in ongoing Azure
cloud revenue as OpenAI's computing needs
grow.  Microsoft also gained rights to
commercialize OpenAI's technology across
its products, including Bing, Office 365,
GitHub, and Azure services.  The
relationship made OpenAI dependent on
Microsoft for both capital and
infrastructure.

9
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In late 2022, OpenAI released its chatbot,
ChatGPT, allowing anyone curious about the
technology to try it out online for free.
ChatGPT shocked the world with its ability
to conduct human-like conversations. It soon
set a new tech company record for user
acquisition, attracting 100 million users in
less than two months.  Building off the
excitement generated by ChatGPT, in early
2023, OpenAI attracted investment from
major venture capital firms such as Sequoia
Capital, Andreessen Horowitz, Thrive
Capital, K2 Global, and Founders Fund to
join its investor table.

15
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The for-profit subsidiary structure also unlocked a key talent
-acquisition strategy for OpenAI: using stock options to
attract and motivate the world’s best AI research and
development talent.  Stock options carry the promise that if
the venture succeeds, early employees who stay with the
company until their options vest can become enormously
wealthy.

18

Then in fall 2023, the nonprofit board attempted to fire CEO
Sam Altman, citing concerns about the accelerating pace of
development and commercialization.  Within days,
overwhelming pressure from investors, employees, and
Microsoft forced the board to reverse course and put Altman
back at the helm.  The nonprofit governance structure,
created to prioritize the public-benefit mission, couldn't
withstand pressure from other parts of the value network. 

19

20

In October 2025, OpenAI completed a major restructuring
that reorganized the company as a public benefit
corporation, with the nonprofit (now called OpenAI
Foundation) retaining oversight.  Under this new structure,
Microsoft now holds a 27% stake, while the nonprofit
foundation retained 26%, yet maintains control of the
board.

21
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Following the restructuring, Microsoft's exclusive cloud
provider status ended, and OpenAI signed massive
infrastructure deals with multiple cloud providers.  In
November 2025, OpenAI signed a $38 billion, seven-year
deal with Amazon Web Services.  It also signed major
agreements with Oracle (reportedly $300 billion over five
years) and Google Cloud.  Combined with an additional
$250 billion agreement to use Microsoft’s Azure cloud
infrastructure, OpenAI has committed over $600 billion to
cloud providers across multiple vendors.

23
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Earlier reporting estimated that OpenAI incurred roughly $9
billion in losses in 2025.  More recent disclosures, however,
suggest the company has since entered a new phase of
scale: in early 2026, OpenAI reported an annualized revenue
run rate exceeding $20 billion, alongside an estimated
annual cash burn approaching $17 billion.  Together, these
figures indicate rapid growth paired with persistently
extraordinary costs, rather than sustained profitability.
Latest estimates also place the value of the company at
around $500 billion to $830 billion.

27
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The value network: The multi-cloud strategy is significant
for understanding OpenAI's value network. They're no longer
solely dependent on Microsoft for infrastructure, reducing
single-vendor lock-in. But it also means OpenAI now has
four major tech giants—Microsoft, Amazon, Google, and
Oracle—all with substantial financial interests in OpenAI's
success and all competing for OpenAI's infrastructure
spending. These are new pressures in the value network.

OpenAI's customer base is heavily weighted toward
consumers. Consumer subscriptions (ChatGPT Plus and Pro)
are estimated to represent roughly 60–85% of its revenue,
while revenue from APIs and enterprise subscriptions
represents only 15–40%, according to various estimates.
These revenue percentages hold true despite the fact that
OpenAI has seen a recent surge in enterprise usage, while
very few of its consumer users pay for subscriptions. 

Analysts project that OpenAI’s cumulative negative free cash
flow will soar into the tens of billions before it becomes
profitable. Losses on such a large scale indicate that
investors are making enormous bets justified only by
expectations of extraordinary future returns, creating intense
pressure to deliver breakthrough capabilities and market
dominance.

What does OpenAI's value network prioritize? Given
Altman’s public statements and OpenAI’s behavior, the focus
appears to be on rapid capability breakthroughs—racing
toward artificial general intelligence, or broadly capable AI
that can adapt to many kinds of problems rather than being
narrowly specialized—based on the belief that technological
dominance will eventually translate into profitability. The
large amount of investment capital from VCs, despite
massive losses, suggests investors are buying into the “win
the race first, monetize later” strategy. Meanwhile, the
consumer-heavy customer base creates pressure to ship
impressive features that attract and retain users. At the
same time, Microsoft's substantial stake creates pressure to
move fast to stay ahead of Google.

The concern: Given these pressures, OpenAI might prioritize
capability advancement and market capture over careful
safety research, might develop addictive features that drive
usage at the expense of user wellbeing, might deploy
powerful systems before thoroughly understanding their
risks, or might compromise on alignment research when it
conflicts with competitive timelines. The 2023 board crisis
suggests that when safety, ethics, or any other concerns
conflict with commercial pressures, the profit-oriented part
of the value network can overwhelm governance protections
designed to balance other priorities.
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Anthropic

The history: Anthropic was founded in 2021
by Dario Amodei, OpenAI's former Vice
President of Research, and six other former
OpenAI employees who left, in part, over
concerns about commercialization and
safety.  They structured the new company
as a public benefit corporation from the
start, but added something unusual: a Long-
Term Benefit Trust.

33

The Trust is an independent body of five
financially disinterested Trustees.  Its legal
mandate is to advance “the long-term
benefits of humanity,” and it holds a special
class of stock (Class T) that grants the
Trustees authority to elect a growing
number of Anthropic's board members.
The Class T stock carries very limited
economic rights—the financial claim is
deliberately kept small.  But Anthropic's
legally-binding governance documents give
the Trust the power to elect an increasing
portion of the board: initially one director,
then two, and ultimately a majority of the
board within four years, upon the passage
of time or achievement of certain fundraising
milestones.

34
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During 2025, Anthropic’s annualized
revenue has grown from $1 billion to an
estimated $9 billion, while still operating at
roughly $3 billion in losses.  Recent
reporting indicates that Anthropic is
considering a potential IPO in early 2026
that would value the company at around
$300 billion to $350 billion.

38

39

The value network: Anthropic’s Long-term
Benefit Trust creates an interesting dynamic
in how it relates to its value network. 

In essence, Anthropic’s founders were
mindful at the start to create an independent
entity charged with safeguarding
humanity's long-term interests against
potential negative side effects of AI
development, and then structured its
corporate governance to guarantee that
entity shared substantial power alongside
profit-oriented investors. 

Anthropic has also taken noteworthy
measures to address its investors’ priorities.
Major investors include Amazon ($8 billion
total investment) and Google (approximately
$3 billion), both of which are also cloud
infrastructure providers for Anthropic.
However, both investments come with
capped voting power to preserve
Anthropic's independence and prevent any
single investor from dominating governance
decisions.  Neither Amazon nor Google
holds board seats.  This structure attempts
to benefit from big tech capital and
infrastructure while maintaining the Long-
Term Benefit Trust's control. 

40
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In addition to Amazon and Google,
Anthropic’s investor base includes a broad
mix of venturecapital, growth-equity, and
institutional backers. In fact, Anthropic’s
investor base is far more diverse than that of
a typical startup. Beyond traditional venture
and growth-equity firms (Lightspeed,
Coatue, Altimeter, D1 Capital, General
Catalyst, Insight Partners, Menlo, Bessemer),
the September 2025 financing also attracted
large institutional asset managers (Fidelity,
BlackRock), private-equity/alternative-asset
firms (Blackstone), and long-horizon capital
holders, including pension funds (Ontario
Teachers’ Pension Plan) and sovereign-
wealth funds (Qatar Investment Authority,
Singapore’s GIC).  43



This heterogeneous mix blends both aggressive growth expectations and conservative, long-
term-oriented capital, creating a complex value network where pressure comes not just to
“move fast and capture market share,” but also to deliver returns that satisfy diversified
fiduciary stakeholders. Structurally, it strengthens the argument that Anthropic’s Long-Term
Benefit Trust and governance design are not mere symbolism—they are essential ballast
against the centrifugal pressures of divergent investor incentives.

Anthropic's target customer base also adds an interesting twist to how customer demand
shapes the company’s priorities. Industry reports suggest that more than three-fourths of
Anthropic’s revenue comes from enterprise and API customers.  This revenue mix stands in
contrast to OpenAI's, which is driven primarily by consumer-facing products.

44

Meanwhile, Anthropic, like OpenAI, sustains huge annual losses, indicating outsized investor
confidence in massive future returns.  This means that sooner or later, its investors also
expect its technology to deliver world-changing capabilities that will lead to market
dominance.

45

What does Anthropic's value network prioritize? As noted earlier, concerns about AI’s risks
to humanity loom large. In the face of those concerns, Anthropic’s founders have taken
noteworthy steps to establish their company within a value network that prioritizes human
well-being. First, the Long-Term Benefit Trust injects governance pressure to consider safety
and alignment, even when it conflicts with short-term commercial interests. Second, the
public benefit corporation structure provides legal protection for Anthropic's directors to
balance public benefit considerations alongside shareholder returns, rather than being legally
required to maximize shareholder value above all else.  Third, its long-horizon investors help
reinforce the company's prioritization of long-term survival and well-being. Fourth, the
enterprise customer base creates pressure to prioritize reliability and interpretability over
flashy consumer features. Enterprise customers—especially those in regulated industries,
government, and safety-critical applications—expect Anthropic to operate with safeguards
against financial, legal, and reputational risks. Nonetheless, Anthropic’s massive losses and
its VC funding also push it headlong into the race to be one of the leading AI players that
dominate the AI market and generate massive new revenue streams that justify continued
investment.

46

The concern: If Anthropic becomes a publicly traded company this year, that move will
subject its governance structure to new pressures: public market expectations for short-term
performance, quarterly earnings scrutiny, and shareholder demands that may not align with
long-term safety commitments. Whether Anthropic's Public Benefit Corporation structure
and Long-Term Benefit Trust can withstand these commercial pressures remains to be seen.
The structure is designed to give humanity's interests a permanent seat at the table, but it
hasn't been tested at the scale OpenAI experienced during the Altman crisis. 
On the other hand, if Anthropic's more measured approach causes it to fall significantly
behind its competitors, will its investors demand faster commercialization? And if that
scenario plays out, will the company restructure to prioritize profits, rationalizing that
humanity is better off in a world with a compromised Anthropic than a world where only
Anthropic’s competitors exist?
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 Will Anthropic restructure to prioritize profits, rationalizing that humanity
is better off in a world with a compromised company than a world where
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Google/DeepMind

The history: Google’s modern AI journey
began in 2014 when it acquired DeepMind,
a London-based lab known for pushing the
frontiers of reinforcement learning.  That
acquisition gave Google one of the most
advanced AI research groups in the world
and set the stage for breakthroughs to
come. Three years later, Google researchers
introduced the Transformer architecture—a
foundational innovation that made today’s
large-language models possible.  Yet
despite pioneering the core technology,
Google was cautious about deploying
conversational AI at scale. Public comments
by CEO Sundar Pichai and AI chief Jeff Dean
emphasized that large language models can
“hallucinate” and spread false information—
creating “reputational risk” for Google’s
search business, which provides the majority
of revenue for Google’s parent company,
Alphabet.  That caution reflected the
realities of Google’s business model:
protecting a highly profitable, trust-
dependent ads business meant moving
slowly, even when research groups were
pushing the boundaries of what was
technically possible. 

47

48

49

In 2018, Google published its AI principles,
pledging, for example, not to develop
systems that reinforce social bias and
emphasizing responsibility in AI design.
Major technology outlets noted areas where
the principles fell short, but generally treated
them as a consequential and unusually
explicit attempt by a major tech firm to
articulate ethical boundaries for the
development and use of artificial
intelligence.  The company also built formal
review structures and staffed sizable ethics
and safety teams—organizational
safeguards that sometimes frustrated
product groups eager to ship new
capabilities.  In those early years, Google
was widely regarded as one of the most
cautious frontier AI labs.

50
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But before long, these organizational
safeguards began to fracture. 

In December 2020, Google fired Timnit
Gebru, co-lead of its Ethical AI team,
following a dispute over research she
coauthored about the risks of large
language models.  Within two months,
Google also fired Margaret Mitchell, Gebru's
co-lead, after she searched her emails for
evidence of discriminatory treatment. The
dismissals of both researchers—who had
built one of the most diverse teams within
Google Research—sparked protests from
over 2,000 employees and raised questions
about whether Google would silence critical
voices on AI ethics. In February 2021,
Google restructured the Ethical AI team
under new leadership with less direct AI
experience, and many remaining team
members left in the aftermath.

53
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Then came ChatGPT. When OpenAI
released ChatGPT in late 2022, the
immediate public response demonstrated
enormous consumer demand and created a
visible competitive threat. Within months of
ChatGPT’s debut, Google reorganized its
research groups—merging Google Brain
with DeepMind—accelerated its generative-
AI roadmap, and pushed forward under the
Gemini brand.  This acceleration further
weakened the already-fractured safety
infrastructure: governance structures
designed for a slower era and already
compromised by the 2020-2021 dismissals
lost what remained of their practical force as
competitive pressure mounted.

57

In the midst of these issues, Google also
invested billions in Anthropic, both as a
hedge against falling behind and as a way
to grow its cloud-infrastructure business by
supporting other AI companies.  As
competitive pressure intensified, Google
began releasing more advanced AI models
more quickly. Its latest version of Gemini 3,
released in November 2025, has garnered
widespread attention as potentially the new
frontrunner in AI development. 

58

59

 



The value network: Google's AI development is funded by its
advertising business, which positions advertisers as the
primary customers. It makes money when users click on ads
that help them take the next step in their search.  In this
mix, DeepMind operates as a division of Alphabet, and while
Google has published ‘Responsible AI Principles,’ it remains
accountable to investors whose expectations are shaped by
Alphabet’s dependence on its highly profitable advertising
business. 

60

Unlike OpenAI or Anthropic, Google never had the
organizational latitude to reinvent its governance
architecture for frontier-model development. By the time
generative AI became competitive, Google was already
operating within the constraints of a mature, publicly traded
corporate structure—meaning the ship had sailed on
adopting radically different alignment or oversight
frameworks. Thus, the dual pressure to sustain its existing
business model while also getting ahead of disruption
remains the defining force in Google’s AI strategy today.

As noted earlier, Google also has a significant investment in
Anthropic—approximately $3 billion, which gives it a 14%
stake (without voting rights or board seats). Why invest in a
competitor to their own Gemini models? Several reasons:
Google Cloud provides infrastructure for Anthropic and is
negotiating a deal worth tens of billions for cloud services,
generating direct revenue. Google also hedges competitive
risk: if Anthropic succeeds and Gemini falters, Google still
benefits financially. Antitrust constraints make acquiring AI
companies nearly impossible for Google, so minority
investments without control offer strategic positioning
without regulatory problems. And the partnership gives
Google exposure to Anthropic's safety research approaches.

Yet even as Google accelerates into AI, it operates under a
standing tension: its future depends on leading and
monetizing AI, while its present relies on protecting the
advertising model that finances nearly all of its operations.
Google’s response to this tension has been to display AI-
generated summaries at the top of its search results for user
queries. AI summaries encourage users to continue to bring
their queries to Google’s search engine rather than switching
to LLM chat interfaces for answers. Yet despite this strategic
move, click-through rates on search results have been
declining, and there is growing evidence that query volume
may be under pressure.61,62

CHRISTENSEN INSTITUTE: LESS SUGAR 4CHRISTENSEN INSTITUTE: AI’S IMPACT 12



What does Google's value network prioritize? Google is
driven by an existential priority: protecting search as a
trusted, reliable gateway to the commercial web. Because
that gateway funds the company, Google sits in an
unusually tight bind: it must move aggressively enough to
remain a leader in AI, yet cautiously enough to avoid
cannibalizing the advertising engine that underwrites nearly
all of its operations. The result is a company pulled between
two gravitational fields: frontier-model competition on one
side and search-ad stability on the other. In short, Google
isn’t the most reckless or the most careful—it’s the most
economically entangled.

The concern: Given the pressure to protect search
advertising revenue, Google might be slow to deploy AI
innovations that cannibalize its core business, potentially
ceding ground to competitors. Or conversely, facing
existential competitive pressure, it might rush AI
development and deployment without adequate testing—
prioritizing speed-to-market over accuracy or safety.

Google might be
slow to deploy AI
innovations that

cannibalize its core
business. Or, facing

existential
competitive

pressure, it might
rush AI development

and deployment
without adequate
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Meta

The history: Meta’s real dive into LLMs
began in 2023, when breakthroughs from
OpenAI and Google made it clear that
generative AI could become the next major
computing interface. If Meta didn’t build its
own models, it risked depending on
competitors’ technology to power products
across Facebook, Instagram, and
WhatsApp.  That strategic vulnerability—
combined with the chance to reposition
Meta as a leader rather than a follower—led
to the release of its Llama model under a
quasi-open approach: Meta made the model
widely available so developers could use
and adapt it, but kept key parts of the
system and its licensing terms under Meta’s
control.  It wasn’t truly open source, but it
was open enough to spark an ecosystem of
researchers and developers building on
Meta’s models.

63

64

65

As the competitive race intensified, Meta
launched an aggressive talent-war
campaign in 2024, offering enormous
compensation packages—sometimes
reaching into the hundreds of millions—to
poach top researchers from OpenAI and
Google.  Then, in 2025, Meta escalated
further by taking a large ownership stake in
Scale AI and elevating its founder, Alexandr
Wang, to lead a consolidated
“superintelligence” division.  Shortly
afterwards, Meta laid off hundreds of
researchers from its earlier Llama and
research teams, folding everything under its
new leadership structure.  These moves
have raised real uncertainty about whether
Meta will continue its quasi-open release
strategy or pivot toward a more closed,
proprietary model as it tries to keep pace in
the AI race.

66
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69

The value network: Meta's AI strategy is
funded by its enormously profitable
advertising business across Facebook,
Instagram, and WhatsApp.  This means
Meta's actual customers aren't the people
using its products; they're advertisers who
pay Meta for user attention and
engagement. Meta's value network—
investors expecting continued growth in ad
revenue and advertisers buying placements
—creates powerful incentives to maximize
time-on-platform and user engagement.  

70

71

Regulators also play an important value
network role as they constrain Meta to
curtail monopoly power, protect user
privacy, and put safeguards in place
intended to protect minors.  But regulators
do not fundamentally change the
engagement imperative.

72

Mark Zuckerberg's position at Meta gives
him unusual latitude to shape the company’s
priorities. Zuckerberg owns about 13-14% of
Meta's shares but controls approximately
54-62% of voting power through Class B
shares that carry 10 votes each.  This
control structure means Zuckerberg can
pursue strategic bets like AI and AR/VR
despite lacking clear immediate paths to
profitability, because he believes these
investments are critical to Meta's long-term
future.  Most of Zuckerberg's wealth is tied
up in Meta stock, giving him strong
incentives to pursue what he genuinely
believes will benefit the company over time,
even if Wall Street is skeptical in the short
term.

73

74



What does Meta's value network prioritize? At Meta,
there's no separate governance structure insulating AI
development from commercial pressures. Meta is a
conventional corporation answerable to shareholders.
Everything gets evaluated through the lens of the
engagement and ad revenue metrics that drive Meta’s
profitability. AI features that increase time-on-platform, such
as AI-driven video creation and editing, are prioritized. AI
that helps advertisers target more effectively gets resources.
The question is whether AI that serves user well-being gets
built when it conflicts with these metrics.

Interestingly, Meta also seems to be making a longer-term
bet on AR/VR hardware with AI as the critical interface layer.
If that succeeds—if AR/VR or its descendants become a new
computing paradigm that disrupts desktop and mobile
devices—it could dramatically shift their value network from
an advertising-based model to a hardware customer model.
But that remains speculative. For now, the free AI model is
subordinate to the advertising business, with all the
pressures that entails.

The concern: Given the pressure to maximize engagement
from advertisers, Meta's AI might prioritize addictiveness
over utility, optimize for emotional manipulation over
information accuracy, or generate a flood of problematic AI
content to drive engagement. We've already seen this
dynamic play out with Meta's social media algorithms—the
value network hasn't changed for their AI development.
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xAI

The history: Elon Musk founded xAI in March
2023, five years after his contentious
departure from OpenAI. He had co-founded
OpenAI in 2015 alongside Sam Altman and
others, pledging to provide roughly $1 billion
in funding over time to the nonprofit AI
research lab. The venture was explicitly
structured to prioritize safety over profit. By
2017, as OpenAI recognized it would need
massive compute resources and billions in
annual funding, Musk proposed that OpenAI
merge with Tesla or that he take control as
CEO. When other co-founders rejected these
proposals—believing individual control
contradicted the mission—Musk withdrew
his promised funding and left OpenAI's
board in February 2018. Publicly, he cited
conflicts with Tesla's AI work; privately, he
told colleagues OpenAI had zero chance of
success and was hopelessly behind
Google.75

xAI was explicitly positioned as a response
to what he characterized as "woke" political
bias in other AI models, particularly
ChatGPT. He criticized OpenAI for
abandoning its open-source nonprofit roots
to become what he called a "closed source,
maximum-profit company" aligned with
Microsoft.  xAI launched with a stated
mission to build "maximally truth-seeking"
AI that would "understand the true nature of
the universe," recruiting engineers from
DeepMind, OpenAI, Google, and Microsoft.

76

Initially, xAI was structured as a Nevada
public benefit corporation with formal
commitments to positive societal impact. By
May 2024 (while Musk was actively suing
OpenAI to prevent its for-profit conversion),
xAI quietly dropped its own public benefit
status, eliminating any formal obligation to
environmental and social goals.  77

In March 2025, xAI acquired X (formerly
Twitter) in an all-stock deal, merging Musk's
social media platform with his AI venture.78

xAI's growth has been extraordinary even
by AI industry standards. The company
raised $6 billion in May 2024 at a $24 billion
valuation, another $6 billion in December
2024 at a $50 billion valuation, and $20
billion in late 2025 at a valuation of
approximately $230 billion.79

The company is funded through a
combination of Musk's wealth, his other
companies (SpaceX invested $2 billion), and
venture capital from major firms including
Andreessen Horowitz, Sequoia, Fidelity
Management & Research Company, Qatar
Investment Authority, and strategic
investors Nvidia and Cisco.80

xAI’s financial performance remains opaque,
but reporting based on internal company
documents provides a partial picture.
According to Bloomberg reporting cited by
Reuters, xAI generated approximately $107
million in revenue in the third quarter of
2025, less than two years after its founding.
At the same time, the company posted a net
loss of roughly $1.46 billion for the quarter,
reflecting the scale and speed of its
investment in compute infrastructure and
model development. Unlike OpenAI and
Anthropic, xAI hasn’t publicly disclosed
annual revenue figures or forward-looking
financial projections.  The available data
suggest xAI has scaled revenue unusually
quickly for a company of its age, albeit
alongside exceptionally large operating
losses.

81



The value network: The dominant force in xAI's value
network is Musk himself. He controls the board, the strategy,
and the priorities. There's no independent governance
structure mediating different stakeholder interests. While
founder influence matters across all AI companies (as we'll
discuss below), xAI is an extreme case in which power is
nearly total.

What does xAI's value network prioritize? Whatever Musk
finds interesting, important, or strategically valuable.
Features like Grok's crude and salacious AI companions
(Rudy and Ani) reflect his personal interests and sense of
humor—they're not the result of user research or market
analysis.82

But xAI's priorities likely extend beyond Musk's personal
amusements. Given his other ventures, xAI may be
positioned as crucial infrastructure for Tesla's autonomous
driving ambitions, as an engineering problem-solving tool for
SpaceX and his other companies, or as part of a broader bet
on AI becoming the primary interface for complex systems.
The integration with X suggests strategic thinking about
social platforms powered by AI. Musk may be building xAI
less as a standalone product and more as enabling
technology for his industrial empire.83

The concern: Whether this concentration of control proves
beneficial or detrimental hinges largely on Musk's wisdom
and benevolence. When one person dominates a value
network with no countervailing governance, that person's
judgment—both strategic and idiosyncratic—becomes the
company's direction, unchecked by institutional constraints.
Strategic bets might be brilliant or reckless, and there's no
institutional capacity to distinguish between them. Given his
track record with X (amplifying conspiracy theories, gutting
content moderation, erratic policy changes), there's reason to
approach xAI's development with both interest and caution,
recognizing that singular control could enable either a
focused pursuit of ambitious goals or an unchecked pursuit
of strategically rational priorities that carry hidden, corrosive
costs.
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HOW VALUE NETWORKS SHAPE PRIORITIES ACROSS LEADING AI COMPANIES
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Dimension OpenAI Anthropic xAI
Google (AI
division)

Meta (AI division)

Ownership
/ Corporate

Form

Public Benefit
Corporation with
nonprofit foundation
oversight

Public Benefit
Corporation with
Long-Term Benefit
Trust

Privately held
company
controlled by the
founder

Publicly traded
corporation
(Alphabet)

Publicly traded
corporation with the
founder super-voting
shares (Zuckerberg
retains voting control)

Latest
Valuation
(private
only)*

~$500B–$830B
(2025–2026 market

estimates)

~$300B–$350B
(fundraise/IPO talk)

~$230B
N/A (AI

embedded in
Alphabet)

N/A (AI embedded in
Meta Platforms)

Reported
Revenue
(latest

available)**

~$20B ARR (2026
est.)

~$9B ARR (2025
est.)

~$107M (Q3 2025
reported)

N/A N/A

Reported
Losses
(latest

available)

~$9B (2025 annual
est.)

~$3B (2025 annual
est.)

~$1.46B (Q3 2025
reported)

N/A N/A

Primary
Funding
Source

VC capital
Microsoft equity
Consumer
subscriptions
Enterprise APIs

VC and growth
equity
Institutional
investors
Enterprise APIs

Founder
capital
Strategic
investors
Internal cross-
subsidization

Advertising
(search)
Cloud
services
Enterprise
products

Advertising
(attention-based)
Platform
monetization

Dominant
Value-

Network
Pressures

Nonprofit board
VC expectations
of category
dominance
Cloud
infrastructure
partners
Feature demand
from consumers
Strategic
pressure from
Microsoft

Trust-governed
board control
Enterprise risk
tolerance
Long-horizon
capital
Cloud
infrastructure
partners

Founder
priorities
Ideological
commitments
Absence of
independent
governance
Competitive
signaling

Advertiser
trust,
regulatory
scrutiny
Brand risk
Protection of
search
revenue

Advertiser
demand for
engagement
Regulatory
scrutiny
Reputational risk
Founder control
via super-voting
shares

Likely
Priorities

Race to scale
capabilities
Expand
consumer
adoption
Monetize usage
at scale
Normalize AI as
default interface

Invest in
alignment
research
Restrict
deployment to
vetted use cases
Favor reliability
over virality

Rapid release
of features
Embed AI
across Musk-
controlled
platforms

Integrate AI
into search
while
preserving
trust
Retain users
Protect
advertiser
relationships

Reduce rivals’
model
advantages while
preserving
platform leverage
Reinforce
dominance of
Meta’s social
platforms

Primary
Failure
Mode

Speed outpaces
governance,
enabling subtle but
widespread societal
harms

Caution limits
adoption and
influence, allowing
less careful
competitors to set
de facto norms

Founder blind
spots go
unchecked,
producing
concentrated,
large-scale failures
with limited
internal correction

Epistemic
distortion as
commercial
incentives subtly
bias information
quality

Engagement-driven
optimization
amplifies
misinformation or
social harm at an AI
scale

*Valuations are approximate and derived from different disclosure mechanisms (post-money rounds, restructuring terms, or
investor reports), and should be interpreted as directional rather than directly comparable.

**ARR (annualized revenue run rate) extrapolates recent performance and does not represent realized annual revenue.



As discussed above, none of the major AI companies has yet achieved sustained profitability.
Instead, their value networks are being shaped by how they finance rapid, capital-intensive
development in the absence of stable margins, through external investment, cross-
subsidization from existing businesses, and, increasingly, experimental monetization
strategies. These financing choices create distinctive pressures across investment-backed
labs and incumbent tech firms alike.

The investment model: Capital creates pressure

OpenAI and Anthropic are sustained by external investment. They're burning billions of
dollars while promising investors that AI will cure cancer, solve climate change, or win the
next geopolitical arms race. These grand narratives keep capital flowing, but they also create
intense pressure to advance capabilities rapidly rather than proceed cautiously to understand
and mitigate the risks their technologies might pose to society.

Other companies (Meta, Google, and xAI) are funding their AI development from existing
profitable businesses. This creates different pressures and different risk calculations. They're
not selling visions to VCs; they're making bets with their own money.

But there's an important wrinkle here: the big tech companies funding AI companies through
investments are also profiting handsomely from them. Microsoft, Amazon, and Google all
provide cloud infrastructure—the massive computing power needed to train and run AI
models. OpenAI, Anthropic, and others pay billions for access to GPUs, storage, and
networking. 

THE FINANCING PRESSURES
SHAPING AI COMPANY VALUE
NETWORKS
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The full picture of these economic relationships remains unclear because
private AI companies are not obligated to make their contract terms public.
Nonetheless, available evidence points to a shared economic pattern across
all three big tech companies and their frontier lab partners.

ken together, these arrangements position big tech companies in
a strong financial position, no matter how the AI race plays out.
Even if their own models don't dominate, they profit from
providing the infrastructure for others.



The advertising model: Lessons from
social media

Next, to understand how some AI companies are likely to
behave, we need to examine advertising-based business
models, because several leading AI labs operate (or are
moving) within these value networks. When advertising is
the primary source of revenue, users are no longer the
customers but the product being sold, inverting incentives in
consequential ways.

Social media offers the clearest cautionary tale. Platforms
like Facebook, Instagram, TikTok, YouTube, and Twitter (now
X) generate revenue by inserting ads into streams of content.
That revenue model rewards platforms for hijacking user
attention and habituating users to repeat engagement to
maximize time-on-platform. The result: algorithms optimized
for engagement often promote content that provokes
outrage, amplifies misinformation, deepens political
polarization, and contributes to mental health harms—not
because engineers wanted these outcomes, but because the
value network created pressure to maximize metrics that
generate ad revenue.84

Tristan Harris, co-founder of the Center for Humane
Technology, has documented this pattern extensively.  As
he puts it: “Free is the most expensive business model we've
ever created."  The cost isn't paid in dollars; it's paid in
attention, mental health, and social cohesion.

85

86

Yet not all advertising models drive toward the same
priorities. Google’s business model, while still ad-supported,
is built primarily around Internet search.  Rather than
monetizing sustained attention, search ads monetize user
intent: people arrive with a question or need, and advertisers
pay to appear alongside attempts to answer it.  With this
model, the central risk is not addiction or compulsive
engagement, but biasing the results in favor of advertisers.
When people turn to such a platform for information, does
the platform present the most accurate and useful
information, or does it present information designed to build
user affinity for an advertising partner?

87

88

89
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These distinctions matter as AI systems are increasingly
used to generate content and mediate how people access
information. Will Meta’s models reinforce an attention-based
ecosystem designed to maximize reach and engagement?
Will Google’s AI efforts prioritize user intent, speed, and
trust, or maximize ad revenue? Meanwhile, OpenAI has now
announced that advertising will be part of its free consumer
offering, formally committing the company to an ad-
supported revenue model alongside subscriptions and
enterprise sales.  It now remains to be seen how ad revenue
will influence users’ experiences, information quality, and
long-term well-being, given the incentive structures it
introduces.

90

The outsized role of founders

The xAI example raises a broader question: how much does
individual founder vision matter in shaping AI development?

The answer: In any organization that hasn’t yet discovered a
profitable business model, the founder's vision carries
enormous weight. Sam Altman’s belief in racing toward AGI
shapes OpenAI’s direction—his vision attracted Microsoft
and billions in venture funding through a hybrid structure
designed to raise large amounts of capital while limiting
investor returns. Dario Amodei's safety concerns led him to
create Anthropic's Long-Term Benefit Trust, structurally
protecting that vision against commercial pressures. Mark
Zuckerberg's super-voting shares let him pursue long-term
bets, such as open-source models and AR/VR, despite Wall
Street skepticism. Elon Musk's personal interests literally
manifest as product features in Grok. These aren't just hired
CEOs executing shareholders' wishes.

Why does founder vision carry such weight? Two reasons.
First, without profitable business models, these companies
raise capital on vision rather than metrics. Founders sell
investors on a future, not on quarterly returns—giving
founders unusual persuasive power to shape their
organizations' direction. Second, founders typically retain
formal control as major shareholders with special voting
rights and authority over board composition, unlike hired
CEOs, who answer more directly to boards and investors.

The question isn't whether founder vision matters…it clearly
does. The question is: does outsized founder control foster
greater focus on humanity's well-being, or does it create
blind spots that allow problematic priorities to go
unchecked? The answer likely depends on the individual
founder's wisdom and genuine concern for broader social
benefit.
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The dynamics of competition

In November 2025, Google released Gemini 3, achieving record performance benchmarks.
Within weeks, OpenAI declared an internal "code red" and rushed GPT-5.2 to market ahead
of schedule.  The response wasn't driven by safety concerns or user research—it was pure
competitive reflex.

91

92

This dynamic reveals how competition operates as a force within value networks.
Competition creates strategic interdependence, forcing firms to respond to rivals' moves
regardless of whether those moves align with their own priorities. In markets with a small
number of powerful competitors, this pressure produces convergence—not because there's a
single optimal solution, but because no company can afford to fall behind on visible
dimensions of performance.  The result: similar feature sets, comparable interfaces, and
synchronized product roadmaps. Every major AI lab offers chatbot interfaces, multimodal
capabilities, coding assistance, and API access. These become table stakes: baseline
features required just to stay in the game.

93

For AI companies today, the competitive pressure within their value networks is driving
relentless acceleration: faster releases, more ambitious capability claims, and shorter
timelines between breakthroughs. Geopolitical competition amplifies this pressure—the
narrative that "America must win the AI race against China" creates urgency beyond
commercial competition, making it harder to advocate for measured development.  The
challenge is that competitive pressure often overwhelms other elements within a value
network that might otherwise promote caution. When competitors are moving fast, and
investors are watching closely, even carefully designed governance structures face intense
strain. This acceleration creates real risks: shorter development cycles mean less time for
safety testing and more pressure to deploy capabilities before fully understanding their
implications.

94

Yet this convergence period may be temporary. As table-stakes capabilities become
commoditized, competitive advantage must shift toward other dimensions: specific domain
expertise, workflow integration, trust within particular contexts, or superior risk management
for sensitive applications. This differentiation is already emerging. As noted earlier, OpenAI's
revenue comes predominantly from consumer subscriptions, while Anthropic's comes from
enterprise and API customers. These aren't just different market segments—they create
different pressures. Enterprise customers in regulated industries demand reliability and risk
management; consumer users prioritize accessibility and novel capabilities. You can't fully
optimize for both simultaneously. Safety and reliability could become genuine differentiators,
particularly as companies develop track records in high-stakes environments and as
procurement decisions increasingly account for risk management rather than just capability
benchmarks.

We're currently in a moment of intense competitive pressure, driving convergence and
acceleration, with real risks from rushed development and insufficient testing. But as
companies position themselves in distinctive value networks—embedding themselves in
different customer bases, contexts, and risk profiles—differentiation should increasingly
moderate the race. Whether that differentiation arrives quickly enough remains uncertain.
Value networks will ultimately shape where AI development heads, but right now, the
competitive element is pushing the accelerator while other elements struggle to apply the
brakes.
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The role of government regulation

Government regulation represents another force shaping AI
company value networks, though its impact on frontier AI
development has been more limited than many anticipated.

At the federal level, the US has seen considerable activity but
little binding regulation. In October 2023, President Biden
issued Executive Order 14110, the most comprehensive
federal AI governance effort to date.  Yet within hours of
taking office in January 2025, President Trump rescinded the
order, characterizing it as a barrier to innovation.  His
administration has instead focused on removing regulatory
obstacles with the goal of maintaining US AI dominance.
Despite hundreds of AI-related bills introduced in Congress,
only a few have been enacted, most embedded in
appropriations or defense authorization legislation.  To
date, no comprehensive federal AI regulation exists.
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This federal vacuum has pushed states to act. In 2025, every
state introduced AI legislation, with 131 measures enacted
across 40 states.  The focus has been primarily on tangible,
observable harms: deepfakes (especially sexual deepfakes),
child safety, election integrity, and algorithmic discrimination
in housing and healthcare.  California attempted the most
ambitious effort with SB 1047, which would’ve regulated AI
models costing over $100 million to train, but Governor
Newsom vetoed it in September 2024, arguing it focused too
narrowly on model size rather than deployment risk.
Colorado enacted the first comprehensive state AI law in
May 2024, though implementation has been delayed to
allow refinement.  This state-level activity has created a
patchwork of varying requirements that many in the tech
industry oppose, leading to ongoing federal-state tension
over whether Washington should preempt state action.

99
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Meanwhile, the EU AI Act, which entered into force in August
2024, is already shaping company behavior globally, much
as the General Data Protection Regulation (GDPR) did for
privacy.  Its risk-based framework and extraterritorial
reach mean US companies serving European users must
comply regardless of US regulatory choices.

104

Amid this regulatory patchwork—federal inaction, state
experimentation, international frameworks, and ongoing
political battles—a crucial question emerges: can
government regulation effectively influence how AI
companies develop and deploy their technology?
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The answer is complicated. Regulatory efforts face inherent
challenges as tools for shaping AI development. 

First, most regulation operates through constraints and
requirements rather than positive incentives. Governments
can mandate safety testing or disclosure, but can't make
companies do those things well or innovate responsibly.
Compliance can become merely a checkbox exercise that
fulfills the letter of the law while sidelining its intent.

Second, policy confronts fundamental timing and
uncertainty problems. AI capabilities advance rapidly while
policy moves slowly, creating a persistent mismatch
between rules and reality. This is compounded by deep
uncertainty about the technology itself: we don't know how
far capabilities will advance, what adjacent technologies
they'll enable, or how society will adapt. Policy requires
drawing bright lines in this uncertain terrain. It's far easier to
regulate after problems materialize—when you can point to
specific harms and craft targeted remedies—than to predict
where risks might emerge.

Third, policy feedback loops are messy. Companies have an
outsized influence to lobby for favorable regulation.
Meanwhile, other constituencies with competing interests
advocate for different approaches: workers raise concerns
about job displacement, civil liberties groups focus on
surveillance and bias, national security hawks prioritize
competition with China, and the list goes on. These priorities
often conflict, and there's no clear hierarchy for weighing
them. The result is policy shaped by whoever marshals the
most political pressure at a given moment, resulting in
compromise between incompatible goals rather than a
coherent vision.

Yet despite these limitations, regulation remains crucial for
imposing priorities that may not otherwise be represented
by other parts of corporate value networks. Shareholders,
customers, suppliers, and investors all have seats at the
table through market and corporate governance
mechanisms. But what about the broader public whose lives
AI systems will affect? Citizens who care about AI's impact
on employment, inequality, democracy, or human autonomy
but who aren't major customers or shareholders have limited
influence through market forces alone. Regulation—messy,
slow, and imperfect as it is—provides a mechanism for
collective priorities to shape corporate behavior when
consumer demand, investor expectations, and shareholder
leverage prove insufficient.
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WHAT DOES THIS MEAN FOR
HUMANITY?
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If you walk into your kitchen and find a pot
of water boiling over, you turn down the
heat. But if it keeps happening, the real
problem isn't about setting the stove
controls—it's figuring out who is cooking
and why they aren't paying attention to the
pot.

Much of today's debate about artificial
intelligence focuses on the metaphorical
bubbles in the pot. Will AI usher in an era of
universal abundance and human
flourishing? Or will it lead to mass
unemployment, pervasive surveillance,
social breakdown, or even existential
catastrophe? These questions raise serious
philosophical and moral concerns, and they
deserve careful reflection. But as guides to
understanding AI's impact on humanity,
they are limited. They depend on speculative
assumptions about the agency, intent, and
autonomy of future versions of AI that we
do not yet know how to define, much less
predict.

This paper offers a different lens. AI's
impact on humanity in the near- and
medium-term will be determined not
primarily by the brilliance or danger of the
technology itself, but by the value networks
that shape how it is developed, deployed,
and scaled. The investors providing billions
in funding, the customers whose needs
define success, the competitors driving
strategic responses, the governance
structures attempting to moderate
commercial pressure, and the regulators
imposing collective priorities. These forces,
and the tensions between them, do more to
determine real-world outcomes than any
single technical breakthrough or ethical
statement.

Seen through this lens, the question of
whether AI will be "good" or "bad" for
humanity begins to look misframed. Like
every general-purpose technology before it,
AI is likely to be both. Nuclear technologies
have produced clean energy and
catastrophic weapons. Combustion engines
expanded mobility and trade while
accelerating environmental degradation. The
internet made the world's knowledge
accessible, connected communities, and
lowered the cost of coordination, but has
also amplified misinformation and addiction.
In each case, the balance of benefits and
harms has been shaped not by the
technology alone, but by the institutions,
incentives, and power structures that govern
its use.

The same is true for AI alignment. Alignment
is often discussed as a technical problem to
be solved or a moral stance to be declared.
In practice, it is an ongoing, contested
process that emerges from institutional
realities. Economic growth, national security,
individual freedom, shared prosperity, and
public safety sit in tension with one another,
and different communities disagree on how
to strike the right balance between
competing human values. Companies face
trade-offs between speed, accuracy,
profitability, and caution. Under these
conditions, there is no perfectly aligned
system—only systems that are more aligned
with some priorities and less aligned with
others, reflecting the pressures embedded in
their value networks.



Right now, we're in a particularly dangerous period. Every
major AI company remains unprofitable, sustained by
massive investor funding that creates intense pressure for
hypergrowth and market dominance. Competition among
these companies drives convergence—rushed releases,
synchronized product roadmaps, and accelerating timelines
—as each firm responds to rivals' moves, regardless of
whether those moves align with its stated priorities. When
OpenAI declared "code red" in response to Google's Gemini 3
launch and rushed GPT-5.2 to market, it revealed how
competitive pressure can overwhelm other considerations,
including the governance structures and safety commitments
these companies have carefully constructed.

Yet value networks are not static, and the current
convergence may not last. As AI systems become embedded
in different contexts—consumer applications versus
enterprise environments, regulated industries versus open
markets, and varying risk profiles and accountability
requirements—value network differences force real trade-
offs that can't simply be copied. Some companies serve
primarily consumer users who prioritize novelty and
accessibility, while others focus on enterprise customers who
demand reliability and risk management. These aren't just
different market segments; they're distinct value networks
exerting distinct pressures. As table-stakes capabilities
become commoditized, sustainable advantage shifts toward
serving specific contexts well—and this differentiation, if it
emerges quickly enough, could moderate the current
dangerous acceleration.

Governance structures represent another potential
moderating force. Carefully designed governance
mechanisms can protect the mission from commercial
pressure, though cautionary examples demonstrate how
market forces can overwhelm even well-intentioned
institutional checks. Whether governance innovations can
withstand sustained commercial pressure remains one of the
defining open questions and ongoing experiments of our AI
age.
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We're also not facing a single point of failure. Different companies and countries are taking
different approaches. Multiple AI firms are pursuing distinct strategies, embedded in different
value networks, responding to different pressures. If one path proves destructive, others
might succeed. This diversity means multiple experiments running simultaneously, testing
different ways to balance competing priorities.

The metaphorical pot is already heating on the stove. Who is cooking? The investors funding
companies that burn billions annually, creating urgency for returns. The customers whose
purchasing decisions reward certain capabilities over others. The competitors whose moves
force strategic responses. The founders and boards attempting to moderate these pressures
through governance innovations. The regulators imposing collective priorities that market
forces alone wouldn't represent.

If we want to understand where AI is heading—and how it’s likely to affect human
flourishing—we need to pay attention not just to the level of the bubbles, but to these actors
and the tensions between them. The most reliable signals are not found in demos, mission
statements, or speculative futures, but in incentives, governance structures, and economic
interdependencies. Those are the levers that determine which capabilities are prioritized,
which risks are tolerated, and which uses are ultimately scaled. 

The forces shaping AI's trajectory are not fixed or inevitable. They are dynamic, contested,
and in many cases, responsive to feedback from the world they affect. That doesn't
guarantee benign outcomes, but it does mean the future isn't predetermined—and that
understanding the value networks shaping development is essential to influencing where it
leads.
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